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Abstract- Nowadays data mining is used in many fields for 
the extraction of similar information from the large data 
volumes. The data before information extraction contains 
noise which is then removed such that the predictive 
information can be extracted. The predictive information so 
produced helps in the business analysis of an organization 
Clustering is one of the techniques applied for knowledge 
discovery to group the data on the basis of similarities and 
dissimilarities among the data elensents and generally for this 
purpose K-Means Algorithm is applied. In this paper, a new 
data 

very difficult to access the useful information from this 
database and provide the information which is required with 
time limit and in required outline. So data mining provite 
the way to remove the noise from data and extr 
information from large database and give it in the form 
which it is required for each specific job. The use of dau 
mining is very immense in today's scenario [5]. 

Cluster analysis of data is widely used in knowlede 
discovery and data mining. It aims to group data on the bas 
of similarities and dissimilarities among the data elemenls* 

that we have high intra class similarity and low inter cla 
similarity and can be performed in a supervised 
unsupervised way. 

clustering approach called enhanced K-Means 
algorithm is proposed where improvement is made on the 
initial selection of centroids for the clusters. The centroids 
are chosen such that the whole space is divided into different 
segments of precise range and then caleulates the frequency 
of data points in each segment thereby assigns the data point 
to their appropriate cluster. This process works more 
efficiently as it reduces the time complexity, the effort of 
numerical calculation and 

Il. LITERATURE REVIEW 

Although the work has been done by various auno initial selection of cluster centroids in which centrod s is an independent initialization, to optimize the i approach? The most notable work has been brietly d this section. 

retains the easiness 
on tir 

implementing the K-mean algorithm. 
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cluster's centroid to compare the distance betweth 

r cn In paper [S] author defined a threshold distanee . INTRODUCTION 
data f 

and cluster's centroid with this threshold dista le which they could reduce the computational e euse calculation of distance between data 

A basic problem that frequently arises in different fields like data mining and knowledge discovery [1], data compression and veclor quantizauon 12, and patterm recognition and pattern clasificalion 13] is the clustering problem. It also has been applied in a great variety of applications, such as image sSegmentati0n, document retrieval, obiect and character recognition |4). The importance of data mining is rising exponenlially since last decade. There is a large amount of dala available im real world which makes it 

centroid. lt is shown that how the modified K-mcue 
algorihn point and 

will lessen the complexity & the etfort a the calculation, preserving the easiness of implementing 
mean algorithm. It assigns the data point to thel class or cluster more efticiently. 

appropr 
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Der, 2015 

ed k men nlgovithmn adhwn ihe limitatimR f kmesm ment hax leen done tw nerMRe the Rmeam algewtthm. 'Thelr alguwithn 

aper we define a threshold distace fen each chuster's cetroid 
in whteh we npare the distance betwen data pist and 
luater' veniroid with this efistarkse by whish we can lersen the GOmputatimal efftrt, Alhough, after akdtiom tf data pint t 
the elster the ventroid is recalculated by taking rneai of ali 
lala point in that cluster 

lhe vulhie w Rn ndvanee ittienlt. r pmyponed nlgoriihm a 
ally very 

nt, it reuls in yINmI Hnnber of cluater and second hN Ymmanat vvmyples ity anul remove dend untt 
As we know that K-mean is widely used in mariy areas beae of it siplicity and easines to irnplerment.t reuires les Umputatiom but there are wne imitatioms 

PRONO8iD ALGORIVTIM Initial selectiom of the numher of cluster shoule be previously known and specificxd by the user 2. Results directly depend on the initial centrond of cluster 3.It can contain the dead unit problem 
The Kmans algrithm is a well known purtitloming HNNh dw chustering, R-means ehistering method, groupu the 

Jaa banl m tdeir eloseness to each otlher avcordin, to the 
Hkan distanee. ln this clustering approvach the uscr locidon 
thst how many eduster should be, but tho elustora aro 
inemmentod dyamically in pha8e 1. l'or onch data voelor this 
alithm caleulate tdhe distanec between duta vector and oach 
eluster centroid using cquation (1),. 

Our proponed work will provide the solution for the abore limitations, The first limitation can be minimiued by runing the algorithm for different nurmiber of K- values and increasing thom dynumically after analyzing the density of data points. Tho propOscd algorithm is based on density of different regjons which oventually minimizes 2" limitation and hence will voBve 
the problem of dead unit point because the centroid of cluster is 
located in the first iteration pertaining to the mazimum density 
of the data points. In this approach data points are taken írom 
UCI datusct. After taking the data set as input, user defines the 
k' valuc, where 'k' denotes the number of custers. Suppose 
the valuc of k defined by user is 4, this means uwer has defined 
4 clusters. Then the space wil be partitioned intsk"k 

Dp. Mj) V27p.k-Mj, k) 

(1) 
, is ph data point 
M is centroid of jh cluster. 

8ogmcnts. 

Phase 1: 
In this approach 67 data points are taken and subsequently 

plotted as in Fig 1. After taking the data set as input, useT 

defincs the 'k' valuc, where 'k' denotes the number of clusters. 

The centr is recaleulatecd cueh timo 

respectively atler addition of data point in 

chuster j. It is calculated using cquation (2) 

M-1/N,2Zp.V7p ¬ Cj 

..(2) 

where N is the number of data point mn 

cluster j. 

. 

J.11 

present work has overcone the limitations thal werc in 

paper [5]. Enhancement hus been done in modilicd K-neun 

hmby dividing the whole spuce is divided into dillerent 

mav of precise range. The segment 
which shows 

the cent quency will have the highest probubility to have 

The 

Chart 1: Data Set 

wi 
-meOVded by the user in the same way like the traditional Suppose the value ofk defined by user is 4, i.c. user defines 

4 clusters, Then the space will be divided into k"k segments, as 

showf in lig 2. 

Cntroid of the cluster, The number of cluster's CCnrolu t 

4gorithm but will be dynamically increuscd under 

vertin ditions and the number of division will be k*k (* 

Vertically as well as k' horizontally). IT tno ner bound 
of data point is sume in different scgmenis r 
Cgment excocds the threshold 'k' then n highestk 
Segments become compulsory und e olf clusters. In 

or calculating the initial centroid of clusters, 
in 
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The adjacent segmcnts with the same ftrequn- wwww L 

uencies merged into one segment. Then the mean of all data 
poimts taken which are coming in that segment. If the segme 

same frequency are not adjacent, then a ne 
generated. This makes the clusters dynamic, Th 

inmt centroids are calculated. 

1.es 1 

Chart 2: XY plane partitioned into different segments 

0.75 

Segment(rectangle) No. of data points 

(frequency)) 0.5 

(0,0)-(.25, .25) 11 
0.25 

(.25,0)-(0.5,0.25) 0 

(.5,0)-(0.75,0.25) 
(75,0)-(1,0.25) 

(0,0.25)-(0.25,0.50) 6 
(0.25,0.25)-(0.5,0.5) |8 
(0.5,0.25)-(0.75,0.5)2
(0.75,0.25)-(1,0.5)3

|(0,0.5)-(0.25,0.75)
(0.25,0.5)-0.5,0.75)S
(0.5,0.5)-(0.75,0.75)

0.25 0.75 

Fig 2: Initial centroids 

Phase 2: 

3 To assign the data point to appropriate cluster's centroi 

we calculate the distance between each cluster's centroid ani 
for cach centroid take the minimum distance from te 
remaining centroid and make it half, denoted by DC (i) ie. hi 
of the minimum distance from ith cluster's centroid to the oth 

cluster's centroid. Now take any data point to calculate a 
distance from ith centroid and compare it with DC(). If n 
less than or equal to DC () then data point is allocated to 
1th cluster or else calculate the distance from the other centr 
Repeat this process until that data point is allocated to any 

the remaining cluster. After assigning the data point to u 
cluster, mean is calculated, and centroid keeps on movin 
contrast to previous algorithm where centroid was caat to an 

(0.75,0.5)(1,0.75) 
(0,0.5)-(0.25,1) 

10 

4 

(0.25,0.75)-0.5,1) 

(0.5,0.75)-0.75,1) 
(0.75,0.75)-(1,1) 

Table 1: Group Frequencies 
after the complete iteration. If data point is not assign 
of the custer then the centroid which shows tne 

pon 
**"***********"****"*****eenerosre rertrsevtowo*srdgtareenruesevurvoururus 

wavenu mu unwerou 

distance with data point becomes the cluster for that d 
Repeat this process for each data point. Repeat pl termination condition is achieved. 0.75 ********a1*a*nannysnns samima..., 

No: Number of data points 
K: Number of clusters' centroids 

*******************aanannn *asans 

Merge &,8) C:i cluster 
Equations used in algorithm are: 
C, C= {d (m,m): (ij) e[1,k] & i¬j}.6)C 
Where C. C is the distance between cluster i a 
DC 1/2(min {1C,C;|}. 
Where DC is half of the minimum distance fro 
any other remaining cluster. 

Merge 4,4) 

(4) 
clustr 

9.2 ********** 

75 

Fig 1: Segments with highest frequencies 
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the ehuster at eawh step, dhIN, ninimf«ing tho ovourrenoo of 

utiers 101. Buolin Yi, Haicquan Qino, Fan Yang, Chenwe 
Improved Initialization Conter Algorithm for 
Clustering." IEEE 2010. 
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